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Abstract

Nowadays, due to the increasing role of social networks in our daily life,

monitoring and forecasting social trends have attracted the attention of many

researchers. To the best of the authors' knowledge, the literature includes few

studies of monitoring social networks. Existing researches have focused on

analyzing only the existence of communications between people and have

neglected to monitor the number of such communications. In this paper, first

counts of communications between people are modeled using Poisson regres-

sion profiles. Then, 3 Phase I monitoring methods, extended T2, F, and a stan-

dardized likelihood ratio test method is suggested to detect step changes, drift,

and outliers in the parameters of Poisson regression profiles. The proposed

methods are evaluated via simulation studies in terms of signal probability

criterion. The results show that in most out‐of‐control situations the standard-

ized likelihood ratio test method outperforms the T2 and F methods. Then, a

numerical example and a case study based on Enron email data are presented

to illustrate the application of the extended methods.
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1 | INTRODUCTION

In recent years, social networks have attracted the atten-
tion of academic and industrial researchers, especially in
the area of statistical process monitoring. Monitoring
communications within networks is essential for analysis
of social issues such as terrorism and crime. Governments
are interested in methods that can provide them with
information about terrorist attacks and increases in com-
munications in particular social groups. Social network
monitoring can also be used to manage crises, such as
fires in populated areas or early diagnosis of diseases.
Analyzing and monitoring social network communica-
tions are highlighted in security issues for early detection
of threats of terrorist attacks or damage to sites and facil-
ities. This helps security agencies to focus their resources.
. wileyonlinelib
Large numbers of communications and increases in the
flow of information between different groups make these
networks complex. One goal of researchers in this area
is to find simple and accurate methods for monitoring
communications in social networks.

In recent years, several studies have been conducted
in the area of monitoring communications in social net-
works. They can generally be classified into 2 categories:
monitoring fixed (static) networks and monitoring
dynamic networks. In static networks, the number of
nodes is constant and does not change over time. In
dynamic networks, the number of nodes may change over
time. Static networks have been studied by Erdos and
Renyi,1 Barabasi and Albert,2 Leskovec et al,3 Chakrabarti
et al,4 and Pennock et al.5 Various methods have been
used to analyze static networks. Exponential random
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graph models (ERGM) were used by Frank and Strauss6;
latent space models by Hoff et al7; attributed networks
by Kim and Leskovec8; and random effect models by
Hoff.9 In dynamic networks, nodes and edges can be
added or deleted over time. Dynamic networks have been
studied by Snijders,10 Hanneke et al,11 Sarkar and
Moore,12 Ho et al,13 Xu and Hero,14 McCulloh and
Carley,15 and Park et al.16 Scan statistics were used by
Priebe et al,17 Marchette18, Neil,19 and Sparks.20 In some
applications, the quality of the process can be described
by the relationship between a response variable and 1 or
more independent variables, called a profile. Practical
applications of profiles have been discussed by
researchers such as Kang and Albin,21 Mahmoud and
Woodall,22 and Amiri et al.23 Monitoring of different
profiles has also been addressed in many studies, such
as those by Kim et al24 and Mahmoud et al.25

One of the models used to monitor social networks
is generalized linear model‐based profiles, which is pro-
posed by Azarnoush et al26 based on logistic regression
profiles for Phase II monitoring of the existence of com-
munications between nodes. Their proposed method has
no ability to detect anomalies in the average counts of
communications between people who are currently in
contact with each other. However, in some practical
situations, it is important to monitor the counts of com-
munications between the nodes of a given social net-
work. Therefore, to overcome this problem, Poisson
regression profiles are proposed to model counts of com-
munications rather than just the existence of communi-
cations. To accomplish this objective, for any attributes
of 2 given nodes, a new index is presented and consid-
ered as an explanatory variable. Then, 3 methods, T2,
F, and standardized likelihood ratio test (SLRT), are
proposed to monitor the parameters of Poisson regres-
sion profiles in Phase I. To illustrate the advantages of
the proposed method compared with that provided by
Azarnoush et al,26 an example with 5 nodes is presented
and illustrated in Figure 1. In the first network
FIGURE 1 Comparing 2 social

networks: A, considering just the existence

of a communication; and B, considering

counts of communications [Colour figure

can be viewed at wileyonlinelibrary.com]
(Figure 1A), only connections are considered, while in
the second (Figure 1B), along with the existence of
communications, counts of communications are also
provided and reported on the edges. Obviously, if the
number of communications increases between 2 nodes,
the network in Figure 1A still shows an in‐control state;
however, based on the proposed methods, the social
network in Figure 1B would be out of control. This
case involves increasing probability of Type II errors
when the method proposed by Azarnoush et al26

is used.
The remainder of this paper is organized as follows. In

Section 2, social networks are discussed, and the proposed
modeling procedure is described. In Section 3, Poisson
regression profiles are briefly described. In Section 4, 3
methods, T2, F, and SLRT, are applied to monitor the
counts of communications in social networks. Section 4
is devoted to simulation studies and comparison between
the methods. In Section 6, a numerical example is given to
illustrate the proposed methods. Finally, concluding
remarks and a recommendation for future research are
presented in Section 7.
2 | PROBLEM DEFINITION AND
MODEL ASSUMPTIONS

In this section, social networks modeling and notations
are discussed. The notations and definitions used to
formulate the problem are presented in Table 1.

A social network can be described in the form of a
network relationship matrix. The notations to character-
ize a social network are presented by the following
equations:

G tð Þ ¼ V tð Þ;Y tð Þð Þ; t ¼ 1;…;T

V tð Þ ¼ v1; v2;…; vi;…; vnf g
Y tð Þ ¼ y12t; y13t;…; yijt;…; yn−1;n;t

n o
;

(1)

http://wileyonlinelibrary.com


TABLE 1 The notations used in modeling of the problem

Notation Description

i Set of nodes

j Set of nodes

k Set of attributes

n Number of nodes

l Number of communications between
any 2 nodes

T Number of time periods

p Number of attributes

aik Value of kth attribute at ith node

xijk Value of explanatory variable between i
and j for kth attribute

βt = (β0t, β1t,…, βpt) Vector of Poisson regression parameters
at time t when average count of
communications is in control

βt′ Vector of Poisson regression parameters
at time t when average count of
communications is out of control

δ Parameter of step change

ζ Parameter of linear trend

θ Parameter of outlier

yijt Number of contacts between nodes i
and j at tth time period

λijt Expected value for count of
communications between nodes i and
j at time tbβt Estimated value of model parameters at
tth time periodbλijt Estimated value of λij at t

th time period
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where V(t) and Y(t) represent nodes and edges in time
period t, respectively. To define the edges, it is necessary
to first recognize who a given person (node) communicates
with in period t = 1, 2, …, T. Note that, in this paper, time
periods are defined as 1 week. Relationships are defined
as any possible communications, such as emails, phone
calls, and SMS. A matrix is defined whose diagonal ele-
ments are considered equal to zero, because people cannot
communicate with themselves. These elements may be a
nonzero number if relationships between individuals and
their immediate family members are considered. The
number of communications between the nodes of the
network are presented by matrix Y = [yijt]n × n, where yijt;
i ≠ j is the number of communications between nodes i
and j during the period t, while yiit denotes the number of
contacts of node i with closed family. λ = [λijt]n × n is also
defined as the matrix containing the expected values for
the counts of communications between the nodes. It is
assumed that the number of communications between
nodes in different time periods follows a Poisson distribu-
tion as in Equation 2:

yijt e poisson λijt
� �

; i ¼ 1;…;n; j ¼ 1;…; n; t ¼ 1;…;T: (2)

To model the social network as a profile, the counts of
communications between nodes at time period t = 1, .., T
are considered the response variables. Consequently, the
Poisson regression profiles can be used to model the
relationship between the response and explanatory
variables at any time period. Suppose that the node attributes
are characterized by matrix A = [aik]n × p, where aik denotes
the value of the kth attribute at the ith node. Obviously, at tth,

t = 1, .., T time period, there is a total of l ¼ n

2

� �
possible

communications between any 2 nodes i and j; i ≠ j,
where n is the number of nodes. The matrix of
explanatory variables X (attributes index) is defined as
Equation 3:

X ¼

1 x121 x122 … x12p

1 x131 x132 … x13p

⋮ ⋮ ⋮ ⋱ ⋮
1 xn n−1ð Þ1 xn n−1ð Þ2 … xn n−1ð Þp

0BBBB@
1CCCCA

n× pþ1ð Þ

; (3)

where

xijk ¼
min aik; ajk

� �
max aik; ajk

� �; i ¼ 1;…;n; j ¼ 1;…; n;

k ¼ 1;…; p: (4)

Equation 4 is used when the attributes of each node
are numerical. This equation is used to compute the
explanatory variable of an edge based on the attributes
of the corresponding nodes. If the attributes are nominal
or ordinal, a new explanatory variable is defined based
on the attributes of the corresponding nodes and the
values of 1,2,… are assigned to this new variable. Assume
the attribute “gender” for 2 nodes. Because gender
includes male and female, the new variable categories
and the corresponding values would be as shown in
Table 2. Then, a Poisson regression profile is used to
model the average counts of communications between
people and the new variable. As an alternative method,
one can use a Poisson regression model with indicator
explanatory variables to model this relationship.27



TABLE 2 New variable categories and corresponding values

New variable categories M‐M M‐F F‐F

Values 1 2 3
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3 | POISSON REGRESSION MODEL

This section describes the Poisson regression model for
characterizing a social network. For nodes i and j, the
vector of explanatory variables considering p attributes is
given as follows:

xij ¼ xij1; xij2; ::; xijp
� �T

; i ¼ 1;…;n; j ¼ 1;…; n: (5)

Recall that yijt is the count of communications
between the ith and jth nodes at the tth profile (time
period). This is assumed to follow a Poisson distribution
as yijt~poisson(λijt); i = 1, …, n; j = 1, …, n; t = 1, …, T with
the following probability distribution function:

f yijt yijt
� 	

¼ e−λijt
λijtyijt

yijt!
; yijt ¼ 0; 1;…; λijt >0;

t ¼ 1;…;T: (6)

The value of parameter λijt depends on the vectors of
βt = (β0t,β1t,…, βpt) and xij = (1, xij1, xij2, .., xijp) as
ln(λijt) = β0t + β1txij1 + … + βptxijp where β0t denotes the
model intercept. Obviously, the mean of the count
between nodes i and j at a given network (profile) is

λijt ¼ exp XijβTt
� �

. Then, the joint likelihood function of
yijt can be written as:

L λ; yð Þ ¼ ∏
n

i¼1
∏
n

j¼iþ1
e−λijt

λijt
� �yijt
yijt!

¼ ∏n
i¼1∏

n
j¼iþ1 λijt

� �yijt
∏n

i¼1∏
n
j¼iþ1yijt!

e−∑
n
i¼1∑

n
j¼iþ1λijt ;

t ¼ 1;…;T: (7)

Taking the natural logarithm from Equation 7 leads to:

ln L λ; yð Þ½ � ¼ ∑
n

i¼1
∑
n

j¼iþ1
yijt ln λijt

� �
−∑

n

i¼1
∑
n

j¼iþ1
λijt−∑

n

i¼1
∑
n

j¼iþ1

ln yijt!
� 	

; t ¼ 1;…;T:

(8)

By replacing λijt withXijβTt , Equation 8 at time t can be
rewritten as:
log L β; yð Þ½ � ¼ ∑
n

i¼1
∑
n

j¼iþ1
yijt log exp Xijβt

� �� �
−∑

n

i¼1
∑
n

j¼iþ1
exp Xijβt

� �
−∑

n

j¼1
∑
n

j¼iþ1
log yijt!

� 	
;

t ¼ 1;…;T (9)

then

∂ log L λ; yð Þ½ �
∂β

¼ XT y−λð Þ: (10)

The maximum likelihood estimation of βt is the
solution of XT(y − λ) = 0 where 0 is a p‐dimensional zero
vector. The vector of regression parameters can be esti-
mated by utilizing the iterative weighted least squares
method. For the tth time period, the estimated model
parameters obtained by iterative weighted least square

are denoted bybβt ¼ bβ0t;bβ1t; ::;bβpt� 	T
. For more informa-

tion about estimating parameters in Poisson regression
profiles, refer to Amiri et al.28
4 | PROPOSED METHODS

To monitor a social network based on Poisson regression
profiles, 3 methods, Hotelling's T2, F, and SLRT, are
extended and utilized in this section. Recall that there
are T profiles (representing T time intervals) where each
time period has l treatments (l pairwise relationships
between nodes).
4.1 | Extended Hotelling's T2

Yeh et al29 proposed 5 charts based on Hotelling's T2 to
monitor logistic regression profiles in Phase I. They con-
cluded that the T2

I method performed better than the
others. This statistic was then used by Amiri et al28 to
monitor Poisson regression profiles. Due to the satisfac-
tory performance of the T2

I statistic, it is used in the pres-
ent study to monitor a social network. For the tth network,
this statistic is computed as:

T2
I;t ¼ bβt−β� 	T

S−1I bβt−β� 	
; t ¼ 1; 2;…;T; (11)

where

β ¼ 1
T
∑
T

t¼1
β̂t and SI ¼ 1

T
∑
T

t¼1
var β̂t

� 	
¼ 1

T
∑
T

t¼1
XTŴtX
� �−1

; (12)
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and

Ŵt ¼

λ̂12t 0 ⋯ 0

0 λ̂13t ⋯ 0

⋮ ⋮ ⋱ ⋮
0 0 ⋯ λ̂ n−1ð Þnt

266664
377775
l×l

; λ̂ijt ¼ exp Xijβ̂t
� 	

: (13)

4.2 | Extended F‐method

In this method, the indicator variables are used, and T
profiles are converted to a profile of size N = lT where l
is the number of communications between any pairwise
nodes. T − 1 indicator variables are defined as follows:

The relation T′ = T − 1 is set, and the following regres-
Zit ¼
1 if ith observation is from the social network at time t

0 otherwise



; i ¼ 1; 2;…;N; t ¼ 1; 2;…;T−1: (14)

TABLE 3 People's attributes

Attribute

Node 1 2 3

V1 50 25 10

V2 42 14 6

V3 38 10 6

V4 34 8 4

V5 30 3 2

V6 28 2 4
sion model is fit to the data as follows:

g λið Þ ¼ β10xi1 þ …þ βp0xip

þ Z1i β11xi1 þ …þ βp1xip
� 	

þ …

�þZT′i β1T′xi1 þ …þ βpTxip
� 	

;

i ¼ 1; 2;…;N: (15)

Note that g(λi) is the link function considering
both the explanatory and indicator variables
defined in Equation 15. To calculate these
coefficients, the following regression model is fitted
for each profile.

g λið Þ ¼ β1xi1 þ …þ βpxip; i ¼ 1; 2;…;N (16)

The null hypothesis of above equation is as follows:

H0:β11 ¼ … ¼ βp1 ¼ … ¼ β1T′ ¼ … ¼ βpT ′ ¼ 0: (17)

Then, the F statistic is calculated by using Equation
18, as

F ¼ SSE reducedð Þ−SSE fullð Þf g
p m−1ð Þð ÞMSE fullð Þ ; (18)

where SSE (reduced) is equal to the reduced sum

of squares error ( ∑N
i¼1 yi−bλi� 	2

=bλi) and SSE (full)
(full sum of squares error) is calculated by

∑T
t¼1∑

l
i¼1 yit−bλit� 	2

=bλit .
For large values of Poisson parameters, the F statistic

in Equation 18 approximately follows a Fisher distribu-
tion with (T − 1)p and T(n − p) degrees of freedom. When
the value of this statistic exceeds UCL = Fα, (T − 1)p, T(n − p),
the null hypotheses with a 100(1 − α)% confidence level is
rejected.
4.3 | Standardized likelihood ratio test
method

Suppose that a change occurs in 1 or more generalized
linear model parameters, then:
g λijt1
� � ¼ β01 þ β11x1ij þ β21x2ij þ …þ βp1xpij;

i ¼ 1; 2;…;n; j ¼ 1; 2;…;n; t ¼ 1; 2;…;T1;

g λijt2
� � ¼ β02 þ β12x1ij þ β22x2ij þ …þ βp2xpij;

i ¼ 1; 2;…; n; j ¼ 1; 2;…;n; t ¼ T1 þ 1;T1 þ 2;…;T:

(19)

The equality of parameters λijt1 and λijt2 is tested by the
following hypothesis test:

H0:λijt1 ¼ λijt2 ¼ λijt
H1:otherwise



: (20)

The likelihood function is written as follows:

L y; λð Þ ¼ ∏n−1
i¼1 ∏

n
j¼iþ1f yijt

� 	
¼ ∏

n−1

i¼1
∏
n

j¼iþ1
e−λijt

λijt
� �yij
yijt!

¼ ∏n−1
i¼1 ∏

n
j¼iþ1 λijt

� �yijt
∏n−1

i¼1 ∏
n
j¼iþ1yijt!

e−∑
n−1
i¼1 ∑

n
j¼iþ1λijt : (21)



TABLE 4 Indices of people's attributes

Attribute

Edge Attribute Dummy Variable First Attribute Second Attribute Third Attribute

x12 1 0.84 0.56 0.60

x13 1 0.76 0.40 0.60

x14 1 0.68 0.32 0.40

x15 1 0.60 0.12 0.20

x16 1 0.56 0.08 0.40

x23 1 0.90 0.71 1.00

x24 1 0.81 0.57 0.67

x25 1 0.71 0.21 0.33

x26 1 0.67 0.14 0.67

x34 1 0.89 0.80 0.67

x35 1 0.79 0.30 0.33

x36 1 0.74 0.20 0.67

x45 1 0.88 0.38 0.50

x46 1 0.82 0.25 1.00

x56 1 0.93 0.67 0.50

FIGURE 2 Performance of the proposed methods under step shifts in the vector βtwhen τ = 5 [Colour figure can be viewed at

wileyonlinelibrary.com]
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l0, l1, and l2 are used to construct the LRT statistic.
Under H0, the logarithm of the likelihood function for
all observations is denoted by l0 as follows:

l0 ¼ ∑
l

t¼1
∑
n−1

i¼1
∑
n

j¼iþ1
yijt log λ̂ijt

� 	
− ∑

n−1

i¼1
∑
n

j¼iþ1
λ̂ijt− ∑

n−1

i¼1
∑
n

j¼iþ1
log yijt!

� 	" #
:

(22)

The logarithm of the likelihood function for observa-
tions before and after the change point is denoted
byl1, l2 and given according to Equations 23 and 24,
respectively.

l1 ¼ ∑
T1

t¼1
∑
n−1

i¼1
∑
n

j¼iþ1
yijt log λ̂ijt

� 	
− ∑

n−1

i¼1
∑
n

j¼iþ1
λ̂ijt− ∑

n−1

i¼1
∑
n

j¼iþ1
log yijt!

� 	" #
;

(23)

l2 ¼ ∑
T

t¼T1þ1
∑
n−1

i¼1
∑
n

j¼iþ1
yijt log λ̂ijt

� 	
− ∑

n−1

i¼1
∑
n

j¼iþ1
λ̂ijt− ∑

n−1

i¼1
∑
n

j¼iþ1
log yijt!

� 	" #
:

(24)

Under H1, the likelihood function obtained by the sum
of l1 and l2 is called la. Next, the generalized likelihood
FIGURE 3 Performance of the proposed methods under step shift

wileyonlinelibrary.com]
ratio statistic is calculated as follows:

lrtT1 ¼ −2 l0−lað Þ;T1 ¼ 1;…;T−1: (25)

Finally, the LRT statistic is standardized as follows:

SLRTT1 ¼
LRTT1−E LRTT1ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Var LRTT1ð Þp ;T1 ¼ 1;…;T−1; (26)

whereE LRTT1ð Þ and Var LRTT1ð Þ are the expected value
and variance of the LRT statistic, respectively, which
are obtained by simulation runs. If the statistic max
SLRTT1f g;T1 ¼ 1;…;T−1 exceeds an upper control limit
(UCL), the social network is out of control. The UCL is
obtained by simulation to achieve a specified probability
of Type I errors.
5 | SIMULATION STUDIES

In this section, the performance of the extended
methods in monitoring an attributed social network is
evaluated in terms of signal probability criterion and
compared under different kinds of changes (step shifts,
s in the vector βtwhen τ = 10 [Colour figure can be viewed at

http://wileyonlinelibrary.com
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drift, and outliers). Consider a social network with 6
nodes (n = 6), each with 3 attributes (p = 3). The
values of the attributes for each node are given in
Table 3.

Based on Table 3, the matrix of explanatory variables
is determined by Equation 4 and summarized in
Table 4.

Note that to adapt the proposed model to the literature
of profile monitoring, the elements of the first column
of matrix X are considered equal to one. Then, the first
element of vector βt is called a model intercept and
denoted by β0t.

It is assumed that when the process is in control,
βt = (β0t, β1t,β2t,β3t) = (1, 1, 1, 1). When a step change
occurs, the vector of model parameters changes to

β′t ¼ β0t; β1t; β2t; β3tð Þ þ δ0σ0; δ1σ1; δ2σ2; δ3σ3ð Þ≠βt where
δ = (δ0, δ1, δ2, δ3) ≠ 0. The covariance matrix of model
parameters can be computed as Equation 27.29

σbβ0 ; σbβ1 ; σbβ2 ; σβ̂3
� �

¼ 0:7953; 1:2601; 0:4974; 0:3164ð Þ, and
is obtained for the numerical example.
FIGURE 4 Performance of the proposed methods under step shif

wileyonlinelibrary.com]
σ2
β̂0

ρσβ̂0σβ̂1 ρσβ̂0
σβ̂2 ρσβ̂0

σβ̂3
ρσβ̂1σβ̂0 σ2

β̂1
ρσβ̂1

σβ̂2 ρσβ̂1
σβ̂3

ρσβ̂2σβ̂0 ρσβ̂2σβ̂1 σ2
β̂2

ρσβ̂2
σβ̂3

ρσβ̂3σβ̂0 ρσβ̂3σβ̂1 ρσβ̂3
σβ̂2 σ2

β̂3

26666664

37777775
¼ XTWX

� �−1
:

(27)

Concerning step changes, 3 kinds of out‐of‐control
situations in terms of the location of shifts are considered.
These states are as follow: (1) shifts in the second half of
the data, ie, from the 16th to 30th profiles (τ = 15), (2)
shifts from the 11th to 30th profiles(τ = 10), and (3) shifts
from the 6th to 30th profiles (τ = 5). Note that τ is the loca-
tion of shifts induced in the model parameters. To com-
pare the performance of the proposed methods through
simulation experiments, the UCL of each chart is set such
that the probability of Type I errors is approximately
equal to α = 0.05. The UCL values of the extended T2, F,
and SLRT charts are equal to 18.00, 1.2752, and 4.12,
ts in the vector βtwhen τ = 15 [Colour figure can be viewed at

http://wileyonlinelibrary.com
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respectively. It is worth mentioning that the simulations
were performed with MATLAB software for 10 000 repli-
cations. The values of signal probability under different
step changes in the model parameters when τ = 5, 10,
15 are given in Figures 2‐4.

As the magnitude of the shift in vector βt increases,
the capability of all proposed control charts to detect
the step changes improves. The extended SLRT method
outperforms the competing methods under all step
changes in vector βt and different values of parameter τ,
especially when the shift occurs in the third and fourth
model parameters (β2t and β3t). In the case of τ = 5, under
most step shifts, the signal probability values for T2 are
larger than those obtained by the F method. However,
the F method outperforms T2 when τ = 10 and 15.
Generally, it can be concluded that the performance of
β′t ¼
β0t þ i−1ð Þ= m−1ð Þð Þ×ζ 0σ0; β1t þ i−ðð
i−1ð Þ= m−1ð Þð Þ×ζ 2σ2; β3t þ i−1ð Þ= mðð

�

FIGURE 5 Performance of the proposed methods under drift shif

wileyonlinelibrary.com]
the extended F chart improves as the value of parameter

τ increases, while τhas an inverse effect on the perfor-

mance of T2. In the other words, as parameter τincreases,
the signal probability values for T2 decrease. The reason

for these trends is that the F method assesses whether

the networks are similar to each other. For example,

τ = 5 implies that 25 out of 30 networks are similar.

Hence, as the value of τ increases to 10 and 15, the simi-

larities between networks, and consequently the power of
the extended F method to detect out‐of‐control situations,
decrease. In other words, when most of the networks are
similar, the performance of the F method in detecting
step shifts deteriorates.

Generating out‐of‐control profiles under drift is done
by inducing a linear trend beginning from τ as:
1Þ= m−1ð ÞÞ×ζ 1σ1; β2tþ
−1ÞÞ×ζ 3σ3


; t ¼ τ þ 1;…;m; (28)

ts in the vector βtwhen τ = 5 [Colour figure can be viewed at
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where (ζ0, ζ1, ζ2, ζ3) ≠ 0. The signal probability values
under a linear trend in vector βt are summarized in
Figures 5‐7. When τ = 5 and τ = 10, the performance
of the extended SLRT method in detecting out‐of‐
control states with a linear trend in vector βt is better
than the other methods. In the case of τ = 5 under
linear trends in β0t and β1t, the T2 chart outperforms
F, while in the case of τ = 10 and under the same
situations, the performance of F is better than T2. In
out‐of‐control situations with linear trends in β2t and β3t
under τ = 5 and τ = 10, all 3 methods cannot adequately
detect out‐of‐control states. However, the SLRT method
outperforms the other methods. The reason is that the

standard deviations of β̂2t and β̂3t (0.4974 and 0.3164)

are smaller than the standard deviations of β̂0t and β̂1t
(0.7953 and 1.2601). The performance of the T2 and F
methods in detecting anomalies in β2t and β3t under
change points τ = 5 and τ = 10 are almost the same.
Under τ = 15, none of the 3 methods can detect any
FIGURE 6 Performance of the proposed methods under drift shif

wileyonlinelibrary.com]
changes in the vector of model parameters. This issue
can be justified by noting that as the location of the
induced linear trend increases, the probability of the
chart statistic falling outside the control limit interval
decreases considerably.

Another scenario involves k outliers among T profiles.
In Figures 8‐10, 1, 2, and 3 outliers are considered.
Outliers are generated as follows:

β′k ¼ β0; β1; β2; β3ð Þ þ θ0σ0; θ1σ1; θ2σ2; θ3σ3ð Þ≠β; k
¼ 10; 15; 20 (29)

where θ = (θ0,θ1,θ2,θ3) ≠ 0. In order to apply outliers
in the sampled profiles, 3 scenarios are considered:
(1) shifts in the 5th, 10th, and 15th profiles; (2) shifts in
the 10th and 15th profiles; and (3) shifts in the 15th profile.
In all scenarios, the SLRT method shows the worst perfor-
mance in detecting outliers. That is because the design of
the SLRT method is based on the step shift; hence, the
ts in the vector βtwhen τ = 10 [Colour figure can be viewed at

http://wileyonlinelibrary.com
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performance of this method under outliers is not satisfac-
tory. In the first and second scenarios, the F statistic
shows better performance than T2, but in the third
scenario T2 outperforms the F method. As mentioned
before, the larger the number of outliers, the better the
performance of the F method.
6 | AN ILLUSTRATIVE EXAMPLE

Using the same data from Section 5, a numerical example
is given in this section to illustrate the application of
the extended methods for monitoring the counts of
communications in social networks. The simulation
includes 20 in‐control profiles; then, the step change of
δ = (δ0 = 0.1, δ1 = 0.1, δ2 = 0.2, δ3 = 0.2) is induced to
generate out‐of‐control data for the 21st to 30th profiles.
The T2 statistics for the generated samples are plotted in

Figure 11 which shows that max T2
t

� �
t¼1;…;30

¼ 20:9996. This

implies that the T2 chart generally detects the
corresponding out‐of‐control situation induced in the
counts of communications. For the T2 chart, a false alarm
is received in the 7th sample. The T2 chart triggers an out‐
of‐control situation in the 23rd and 28th samples.

The values of F and max SLRTT1ð Þ;T1 ¼ 1;…;T1f g
calculated for the 30 samples generated are equal to
2.7515 and 66.4821, respectively. These values show that
both methods detect out‐of‐control situations.
7 | CASE STUDY: ENRON EMAIL
DATA

As Woodall et al30 stated the application of social network
monitoring methods is often illustrated using 2 types of
networks such as terroristic ones like the “al Qaeda”
network or that based on Enron e‐mail communications.
Here, we select the real‐world Enron email data set31 to
show the application of the proposed methods. Enron
email communication network covers all the email
communication within a data set of around half million

http://wileyonlinelibrary.com
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emails. These data were originally made public and
posted to the web by the Federal Energy Regulatory
Commission during its investigation. The nodes of the
network are email addresses in which if the address i sent
at least 1 email to address j, the graph contains an
undirected edge from i to j. The Enron email data set
has 150 folders containing email information such as
inbox, sent mail, subjects, and mail contents from 1998
to 2002. The raw data set is available online in (http://
www.cs.cmu.edu/~enron/). The SQL version of this data
set is also presented by UC Berkeley and is available in
http://bailando.sims.berkeley.edu/enron_email.html,
which makes it easier to explore the communications
between the persons. Each person is considered as a node,
and monthly email communication is aggregated to form
network edges at monthly time stamps. All people who
send or receive emails exceed 250 persons which some
of them have sent email just once. The email
communication data set is shown in Figure 12. As seen,
many nodes are contacted for 1 or 2 times and do not
include majority of communications. Hence, for simplic-
ity of computations and reducing network size, the nodes
exchanging more than 10 emails with each other are
selected for analysis. After applying this filter, 20 people
(nodes) are remained, and then the monthly number of
communications in 2001 is monitored in this section.
These email communications are imported into Gephi
software, which is a popular network analysis application.
Two node attributes, gender and work experience, are
also considered in this case study. The selected data net-
work for 2001 is shown in Figure 13. Because, the sum
of some Poisson random variables also follows a Poisson
distribution, to check the suitability of Poisson regression
model, the sum of the communications between the
nodes for each time period is considered. Then, by using
goodness of fitness test for Poisson distribution in Minitab

http://www.cs.cmu.edu/~enron/
http://www.cs.cmu.edu/~enron/
http://bailando.sims.berkeley.edu/enron_email.html
http://wileyonlinelibrary.com
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software, the following hypothesis is checked; H0: the
response values follow Poisson distribution, H1: other-
wise. Then, the P‐value is computed equal to 0.054. As
the consequence, at significance level of α = 0.05, H0 is
not rejected. The result of this test shows that the response
variable follows a Poisson distribution. Hence, it is
reasonable to use Poisson regression profile to model the
relationship between the response variable and the
explanatory variables.

The T2 statistics for the selected Enron data set are
plotted in Figure 14. T2 control chart for indicating

max T2
t

� �
t¼1;…;12

¼ 32:03. This implies that the T2 chart detects

the out‐of‐control situations induced in the average
counts of communications. The T2 chart triggers an out‐
of‐control signal in the first time period, which is related
to January. This is because of the annual holidays, which
leads to decreasing the number of work emails.
The values calculated for F and
max SLRTT1ð Þ;T1 ¼ 1;…;T1f g for the Enron data are

equal to 29.37 and 14.43, respectively. Hence, all the
proposed methods can detect out‐of‐control situations.
After removing the out‐of‐control point, the remained
data set will be in‐control and can be used for estimating
the process parameters.
8 | CONCLUSIONS AND A
RECOMMENDATION FOR FUTURE
RESEARCH

In this paper, first the relationship between the counts
of communications and the attributes of network nodes
was modeled by Poisson regression profiles. In previous
studies, only the existence of communications between
people has been modeled by logistic regression profiles.

http://wileyonlinelibrary.com
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FIGURE 12 Enron email network in 2001

FIGURE 13 Enron email network case study considering the

nodes with more than 10 emails in 2001 [Colour figure can be

viewed at wileyonlinelibrary.com]

FIGURE 14 T2 control chart for Enron email data [Colour figure

can be viewed at wileyonlinelibrary.com]
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This paper discusses the superiority of modeling the
number of communications rather than just the
existence of communications among people. To monitor
a social network modeled by Poisson regression 3
methods, T2, F, and SLRT, were developed. Simulation
studies were conducted for a simulated social network,
and the performance of the extended methods in
detecting out‐of‐control scenarios under different step
changes, linear trends, and outliers were compared.
The results of simulation studies in terms of signal
probability criterion show that in most out‐of‐control
situations, the SLRT method outperforms the T2 and F
methods except for detecting outlier scenarios. Note that
as the number of outliers increases, the performance of
the proposed F method improves. However, when the
shift occurs at the initial or end time periods, the
performance of the F method deteriorates. A numerical
example was given to illustrate application of the
proposed methods for monitoring the average counts of
communications in social networks. Then, the proposed
methods were applied to the real‐world Enron email
data set. In some cases, the counts of communications
between people over time are autocorrelated. Hence,
monitoring autocorrelated social networks in Phase I is
a fruitful area for future research.
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